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Abstract

Calculations have been performed for fully developed turbulent flow and heat transfer in a square duct with one roughened wall.

This paper focuses on the application of two algebraic models of the turbulent heat flux transport equation to predict turbulent heat

flux component behavior. The convection and diffusion terms in this transport equation are modeled in a manner similar to Rodi’s

approximation for corresponding terms in the Reynolds stress transport equations. The pressure–temperature gradient term is

simulated by means of two models: one a composite based on the ‘‘slow’’ and ‘‘rapid’’ interaction models proposed by Lumley and

Launder (LL), respectively, and the other, the model proposed by Jones and Musonge (JM). Both the LL and JM models lead to

predicted mean temperature distributions in the duct cross plane that are in relatively good agreement with experimentally measured

distributions. The LL model, however, yields predicted distributions that agree better with experiment near both the smooth and

roughened walls of the duct. Calculated turbulent heat flux component distributions in the cross plane show that both the LL and

JM models predict experimentally observed features in the flow, with the LL model providing the best overall accuracy. � 2002
Elsevier Science Inc. All rights reserved.
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1. Introduction

In some square duct heat exchanger applications, one
or more walls of the duct are roughened in order to
enhance heat transfer between the flowing fluid and the
duct surroundings. The efficiency of the process depends
greatly on the nature of the roughened wall. For
example, with periodically spaced, rib-type roughness
elements installed normal to the primary flow direction,
heat transfer across the wall is enhanced with minimal
increase in pressure drop, provided that the height of the
roughness elements is small compared to the duct
height. Research on turbulent flow in square ducts with
one or more rib-roughened walls can be classified into
two types of basic studies: those concerned with local
flow and heat transfer in the vicinity of a rib-roughened
wall and those concerned with global flow and heat

transfer behavior across the entire duct cross-section.
The present study lies within the latter category, and
focuses on the nature of temperature and turbulent heat
flux distributions in the duct cross plane, as influenced
by one roughened wall for fully developed flow condi-
tions. In reference to previous research in this area,
Humphrey and Whitelaw (1980), Fujita et al. (1988,
1989, 1990) and Yokosawa et al. (1989) have measured
mean flow and turbulence properties in a square duct
having one or more rib-roughened walls. The results of
Fujita et al. (1989), for example, show that the overall
flow pattern in a square duct with one rib-roughened
wall does not depend strongly on whether measurements
are made in the duct cross-section directly over a rib or
midway between adjacent ribs, provided the rib height
(h) compared to the duct height (H) is small (h=H ¼ 0:02
for the operating conditions of that study). This con-
clusion provides justification for treating a rib-rough-
ened wall as one of uniform roughness for cross-planar
flow predictions when the flow is fully developed, as is
done in the present study.
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In reference to numerical analyses of square duct flow
with one roughened wall, the predictions of Sugiyama
et al. (1993) are in relatively good agreement with ex-
perimental distributions measured by Fujita et al.
(1989), which include primary flow velocity, secondary
flow velocity, turbulence kinetic energy and Reynolds
stress anisotropy distributions in the cross plane. Their
turbulence model consists of transport equations for k
and e in conjunction with an algebraic stress model
based on the pressure–strain model proposed Gessner
and Eppich (1981) and Rodi’s (1976) approximation for
the convection and diffusion terms in the Reynolds stress
transport equations. In a more recent study, Naimi and
Gessner (1997) have shown that even better agreement
with Fujita et al.’s data is possible if the Reynolds stress
transport equation model developed by Naimi and
Gessner (1995) is applied to a square duct flow with one
roughened wall.

Heat transfer measurements and predictions in
square ducts with one or more roughened walls are
fairly scarce. For the case of fully developed flow and
heat transfer in a square duct with either two opposite,
or all four, rib-roughened walls, Fujita et al. (1988)
predicted temperature contours in the duct cross plane
and local wall heat flux distributions, but no compari-
sons with experimental data were made. In a subsequent
study, Sugiyama et al. (1995) compared their predictions
with experimental results presented by Hirota et al.
(1994), which include mean temperature distributions in
the duct cross plane, as well as local Nusselt number
distributions along the smooth walls of the duct oppo-
site and adjacent to a rib-roughened wall. In more recent
work, Hirota et al. (1997), present cross planar distri-
butions of the three turbulent heat flux components
ð�uiT 0, i ¼ 1; 2; 3Þ, as measured in a square duct with
one rib-roughened wall. Measurements such as these
provide valuable data from the standpoint of assessing
proposed models of the turbulent heat flux transport
equation.
The precise modeling of turbulent heat flux behavior

is especially important if the temperature field is to be
predicted accurately in duct flows dominated by sec-
ondary flow effects (e.g., square duct flow with or
without roughened walls). Furthermore, accurate mod-
eling of the pressure–temperature gradient term in the
turbulent heat flux transport equation is just as impor-
tant as modeling the pressure–strain term in the Rey-
nolds stress transport equations accurately for good
predictions of the both the mean velocity and mean
temperature fields. The purpose of the present study is
to investigate the predictive capabilities of two algebraic
versions of the turbulent heat flux transport equation

Nomenclature

a thermal diffusivity
B duct half width (Fig. 1)
Cl coefficient (¼ 0:09)
D duct width (Fig. 1)
h rib height
H duct height (H ¼ D for a square duct)
k turbulence kinetic energy
L characteristic length
p fluctuating static pressure
P mean static pressure
Pk turbulence kinetic energy production rate
Re Reynolds number (¼ UbD=m)
t time
Tc axial centerline temperature
Tw wall temperature
T 0 temperature fluctuation
ui ith fluctuating velocity component; i ¼ 1; 2; 3

uiT 0 ith turbulent heat flux correlation; i ¼ 1; 2; 3
uiuj Reynolds stress tensor; i ¼ 1; 2; 3
Ub bulk velocity
Uc axial centerline velocity
Ui ith mean velocity component; i ¼ 1; 2; 3
Us friction velocity (¼

ffiffiffiffiffiffiffiffiffiffi
sw=q

p
)

Xi ith Cartesian coordinate; i ¼ 1; 2; 3
Xw wall coordinate

Greeks
e isotropic dissipation rate
eij dissipation rate tensor
j von Karman’s constant (¼ 0:42)
m kinematic viscosity
q fluid density
sw wall shear stress

Special
( ) time averaged correlation

Fig. 1. Square duct with one roughened wall and definition of coor-

dinate system.
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based on two different models for the pressure–temper-
ature gradient term which appears in this equation. The
flow situation considered is that of fully developed flow
and heat transfer in a square duct with one rib-rough-
ened wall. This work represents an extension of the re-
sults reported by Sugiyama et al. (1995), which did not
include comparisons between calculated and measured
turbulent heat flux distributions because experimental
data were not available at that time.

2. Physical flow situation

The duct configuration and coordinate axes are
shown in Fig. 1. The operating conditions correspond to
those employed by Hirota et al. (1994, 1997). In brief,
their experimental configuration consisted of a square
duct, 50 mm� 50 mm in cross-section, with an overall
length of 4770 mm (¼ 94:5D) and nominally uniform
flow at the duct inlet (X1 ¼ 0). The unheated portion of
the duct consisted of a 3020 mm long section, which
yielded fully developed turbulent flow at the entrance to
the heated section (at X1=D ¼ 60:4). This section, which
consisted of 10 mm thick aluminum walls and extended
from X1=D ¼ 60:4 to X1=D ¼ 94:5, was surrounded by a
constant temperature steam bath at 373 K (100 �C). The
rib-roughened wall shown in Fig. 1 was generated by
machining square ribs, 1 mm� 1 mm in cross-section,
directly on one wall with a periodic spacing of 10 mm
between adjacent ribs over the length of the duct.
Measurements were made in the duct cross-section near
the end of the duct midway between adjacent ribs (at
X1=D ¼ 93:4) where both the mean temperature and
mean velocity fields were fully developed. The operating
Reynolds number was 6:5� 104 based on properties
evaluated at the entrance of the heated section.

3. Mathematical model

3.1. Flow field model

Inasmuch as the above flow situation corresponds to
incompressible flow with essentially constant thermo-
physical properties, the mean velocity and Reynolds
stress fields were solved first by numerical solution of the

boundary layer forms of the conservation equations for
mass and momentum in conjunction with reduced forms
of the transport equations for k and e applicable to fully
developed rectangular duct flow (cf. Demuren and Rodi,
1984). An algebraic Reynolds stress model was devel-
oped to effect closure by considering the exact form of
the Reynolds stress transport equations, namely

Duiuj
Dt

¼ � uiuk
oUj

oXk

�
þ ujuk

oUi

oXk

�
þ p

q
oui
oXj

þ ouj
oXi

� �

� o

oXk
uiujuk

�
� m

ouiuj
oXk

þ p
q

djkui þ dikuj
� ��

� 2moui
oXk

ouj
oXk

: ð1Þ

The convection and diffusion terms in the above equa-
tion were modeled using Rodi’s approximation, i.e.,

Duiuj
Dt

�Diff ij ¼
uiuj
2k

Pkð � eÞ; ð2Þ

where Diff ij corresponds to the third term on the right-
hand side of Eq. (1). The second (pressure–strain) term
on the right-hand side was modeled as a linear combi-
nation of the p groups shown in Table 1 which corre-
spond to Rotta’s linear return to isotropy model
(pij;1 þ pji;1) and the models proposed by Sugiyama et al.
(1991) for simulating mean strain rate (pij;2 þ pji;2) and
wall proximity (pij;w þ pji;w) effects. The coefficient val-
ues specified in Table 2 are the same as those prescribed
by Sugiyama et al. (1995) in previous related calcula-
tions. Inasmuch as wall functions were used in the pre-
sent study for the computations, the dissipation rate
everywhere in the computed flow was assumed to be
locally isotropic, i.e.

eij ¼ 2m
oui
oXk

ouj
oXk

¼ 2
3

dije: ð3Þ

The above-specified turbulence model has been suc-
cessfully applied by Sugiyama et al. (1995) to predict the
mean flow and Reynolds stress fields in a square duct
with one roughened wall for the same operating condi-
tions as those considered in the present study. Accord-
ingly, these results were used as input for the present
calculations, which focus on the mean temperature and
turbulent heat flux fields, as calculated by means of two
different turbulent heat flux models.

Table 1

Modeling of the pressure–strain correlation term

pij;1 þ pji;1 �C1 e
k uiuj � 2

3
kdij

� �
pij;2 þ pji;2 � C2þ8

11
Pij � 2

3
Pkdij

� �
þ fk oUi

oxj
þ oUj

oxi

	 

� 8C2�2

11
Dij � 2

3
Pkdij

� �
½pij þ pji	w C1 ¼ C


1 þ C0
1f

L
Xw

	 

C2 ¼ C


2 þ C0
2f

L
Xw

	 

f ¼ f
 þ f0f L

Xw

	 


Pij ¼ �uiuk
oUj

oxk
� ujuk oUi

oxk
Dij ¼ �uiuk

oUk
oxj

� ujuk
oUk
oxi

; Pk ¼ �ukul
oUk
oxl

; f L
Xw

	 

¼ C3=4l

j
k3=2

e
1
Xw
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3.2. Temperature field model

The mean temperature and turbulent heat flux fields
were calculated from the boundary layer form of the
thermal energy equation in conjunction with two alge-
braic models for the turbulent heat flux correlation
which appears in this equation. The development of
these models starts with the exact form of the turbulent
heat flux transport equation, namely

DuiT 0

Dt
¼ � uiuj

oT
oXj

�
þ ujT 0 oUi

oXj

�
þ p

q
oT 0

oXi

� �

� o

oXj
uiujT 0

�
þ p

q
T 0dij

�
� mð þ aÞoT

0

oXj

oui
oXj

; ð4Þ

where the terms on the right-hand side represent, re-
spectively, the production of turbulent heat flux from
the mean flow, the pressure–temperature gradient effect
which leads to inhomogeneity among the individual heat
flux components, the diffusion of turbulent heat flux,
and its dissipation. The convection and diffusion terms
were modeled in a manner similar to Rodi’s approxi-
mation for similar terms that appear in the Reynolds
stress transport equation, namely

DuiT 0

Dt
�Diff iT ¼ uiT 0

2k
ðPk � eÞ; ð5Þ

where Diff iT corresponds to the third term on the right-
hand side of Eq. (4). The fourth (dissipation) term on
the right-hand side of Eq. (4) was neglected on the basis
of assumed high Reynolds number flow. The remaining
(pressure–temperature gradient) term in Eq. (5) was
modeled in two different ways, as described in the fol-
lowing sections.

3.3. Lumley–Launder model

For the flow situation under consideration, the pres-
sure–temperature gradient term can be expressed (ex-
actly) as

p
q
oT 0

oXi
¼ 1

4p

Z
o2ulum
oXloXm

� �0
oT 0

oXi

8<
: þ 2 oUl

oXm

� �0
oum
oXl

� �0
oT 0

oXi

9=
;

� dvol

X�X0�� �� ; ð6Þ

where the prime around quantities in parentheses on the
right-hand side denotes quantities evaluated at X0, which
is displaced from X by separation distance r. The first
and second parts of the integral, defined respectively as

piT ;1 and piT ;2; represent the effects of pressure–temper-
ature gradient interactions which lead, respectively, to
slow and rapid return of the turbulent heat flux com-
ponents to an isotropic state. In reference to modeling
slow return effects, Lumley (1975) modified the model
presented by Monin (1965) by introducing an aniso-
tropic tensor into the model coefficients which yielded
the following expression for piT ;1:

piT ;1 ¼ �c1T
e
k
uiT 0 � c01T

e
k

uiuj
k

�
� 2
3
dij

�
ujT 0: ð7Þ

In order to model rapid return effects, the following
model proposed by Lumley (1975) and independently by
Launder (1975) was adopted

piT ;2 ¼ c2T umT 0 oUi

oXm
� c02T umT 0 oUm

oXi
: ð8Þ

Inasmuch as wall effects on the model coefficients in Eqs.
(7) and (8) are important in the present study, coefficient
values were evaluated from the following expressions
which take into account wall proximity effects:

c1T ¼ c
1T 1

�
þ c1T ;wf

L
Xw

� ��
;

c01T ¼ c0
1T 1

�
þ c1T ;wf

L
Xw

� ��
;

c2T ¼ c
2T 1

�
þ c2T ;wf

L
Xw

� ��
;

c02T ¼ c0
2T 1

�
þ c2T ;wf

L
Xw

� ��
;

ð9Þ

where Xw is the length perpendicular to the nearest wall
and f ðL=XwÞ is as defined in Table 1. The coefficients
with an asterisk in Eq. (9) were selected as c
1T ¼ 3:9,
c0
1T ¼ �2:5, which are close to the values specified by
Launder (1976) (3.8 and )2.2), and as c
2T ¼ 0:8,
c0
2T ¼ 0:2, which correspond to the values selected by
Lumley (1975) and Launder (1975). The wall coefficients
were specified as c1T ;w ¼ 0:25, and c2T ;w ¼ �0:46 from
comparisons with near-wall turbulence data for an as-
sumed turbulent Prandtl number of 0.92. The slightly
different selected values for c
1T and c0
1T from those
proposed by Launder (1976) led to improved agreement
between predictions and experiment in the present study
when the composite model given by Eqs. (7)–(9) was
employed, which is designated as the Lumley–Launder
(LL) model in subsequent discussion.

3.4. Jones–Musonge model

If the pressure–temperature diffusion effects are ne-
glected in Eq. (4), then the temperature–pressure gra-
dient model developed by Jones and Musonge (JM
model) is equivalent to a pressure–temperature gradient
model that can serve as an alternative to the LL model
described in the previous section, i.e.,

Table 2

Model constants of the pressure–strain correlation term

C

1 C


2 f
 C0
1 C0

2 f0 Cl j

1.4 0.44 )0.16 )0.35 0.12 )0.1 0.09 0.42
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p
q
oT 0

oXi
¼ �T 0

q
op
oXi

¼ c/1

1þ c0/1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
blmblm

p e
k
uiT 0 þ 2c/2bijk

oT
oXj

þ dijk
oUj

oXk
;

ð10Þ

where

dijk ¼ c/3dijukT 0 þ c/4dikujT 0 þ c/5djkuiT 0

and

bij ¼
uiuj
2k

� 1
3
dij:

The selected values for the model coefficients are the
same as those specified by Jones and Musonge, namely:
c/1 ¼ c0/2 ¼ 3:0, c/2 ¼ 0:12, c/3 ¼ 1:09, c/4 ¼ 0:51 and
c/5 ¼ 0, where the zero value shown for c/5 is compat-
ible with Eq. (10) when j ¼ k, a condition corresponding
to incompressible flow. These values for the model co-
efficients were maintained constant in the computations
(to observe the predictive capabilities of the JM model in
its original form), so that wall proximity effects were not
taken into account in applying this model.

4. Numerical method

Inasmuch as the cross-section of the square duct is
symmetric about the plane X2 ¼ 0 (refer to Fig. 1), the
calculations were performed relative to half of the duct
cross-section. Fully developed flow and heat transfer in
a smooth walled duct with one roughened wall was as-
sumed. The operating Reynolds number was specified as
6:5� 104 and all duct walls were assumed to be at the
same constant temperature. These conditions corre-
spond to the experimental operating conditions of Hi-
rota et al. (1994, 1997), whose data are used for
purposes of comparison in this study. Computations
were performed relative to a 22� 44 uniform grid in the
duct half cross section, with the first grid line near each
wall located in the log-law layer, as confirmed by com-
parison with the data of Hirota et al. (1994). In the
present study, the velocity field was calculated first, and
then the temperature field, using velocity field results as
input for the temperature field calculations. This pro-
cedure presumes that the velocity field is unaffected by
heated flow conditions, an assumption justified by the
isovelocity contours presented by Hirota et al. (1994)
which are essentially coincident for isothermal and he-
ated conditions (cf. Fig. 3 in that paper).
The conventional wall functions for k and e were

specified along the first grid line near each wall. On the
line adjacent to the roughened wall, the log-law velocity
distribution measured by Fujita et al. (1988) was ap-
plied, namely

U1
Us

¼ 1

0:42
ln

Usy
m

� �
� 8:4; ð11Þ

which also was applied at grid points on the corner bi-
sector near each smooth/rough wall intersection. The
coefficient )8.4 in Eq. (11) presumes that flow over the
roughened wall corresponds to the completely rough
flow regime (Ush=m > 100; cf. Schlichting, 1987, Fig.
20.21). This condition was satisfied, inasmuch as Ush=m
varied from 100.9 to 125.2 over the duct half width for
the computational grid and operating conditions of this
study. Along the first grid line adjacent to each smooth
wall, the conventional form of the log-law was specified;
i.e.,

U1
Us

¼ 1

0:42
ln

Usy
m

� �
þ 5:5: ð12Þ

In the numerical calculations a staggered grid was used
and the convection terms in the governing equations
were discretized by means of QUICK (third-order up-
wind differencing). The diffusion terms in the turbulence
kinetic energy and dissipation rate equations were dis-
cretized by applying power law differencing scheme
(PLDS). The solution of the pressure field was obtained
by making use of SIMPLE which enabled the mean
pressure and velocity fields to be determined through
repeat calculations until continuity was satisfied. Fur-
ther details of the computational procedure are given in
the thesis by Matsumoto (1993).

5. Results and discussion

5.1. Mean velocity distributions

Although comparisons between predicted and mea-
sured mean velocity distributions have already been
presented in an earlier paper (Sugiyama et al., 1995),
primary and secondary flow velocity distributions are
shown in Figs. 2 and 3, respectively, in order to dem-
onstrate the effect of one roughened wall on the cross-
sectioned mean flow pattern in a square duct for fully
developed flow conditions. In Fig. 2 contour values of
the primary flow velocity component U1 are normalized
by the axial centerline velocity Uc. The secondary flow
velocity vectors in Fig. 3 represent the vector sum of U2
and U3 normalized by Uc. The dashed line above the
lower wall in both figures represents the height of the
ribs in the experiments of Hirota et al. (1994, 1997). Fig.
2 shows that predicted primary velocity contours are in
relatively good agreement with their experimental
counterparts over much of the duct cross-section, except
in the central region where predicted contour levels
slightly exceed experimental values. The secondary flow
velocity vectors in Fig. 3 shows that the experimentally
observed, large counter-clockwise cell is simulated well
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by the predictions. The computations also show, how-
ever, that a much smaller counter-rotating cell is pre-
dicted near the corner where adjacent smooth walls
intersect (at X2=B ¼ �1:0, X3=B ¼ 1:0). This cell is not
readily evident in the experimental pattern. It should be
noted, however, that Naimi and Gessner (1997) have
shown that this small cell is also predicted when alter-
nate turbulence models are employed, namely the k–e
transport equation model proposed by Demuren and
Rodi (1984), and the Reynolds stress transport equation
model developed by Naimi and Gessner (1995). It would
appear, therefore, that the small cell observed in the
predictions of Fig. 3 is a real effect.

5.2. Mean temperature distributions

Mean temperature contours calculated by applying
the LL and JM turbulent heat flux models are com-
pared with experimental contours in Figs. 4 and 5,
where the temperature difference Tw � T is normalized
by Tw � Tc, with Tw and Tc defined as (uniform) wall
temperature and axial centerline temperature, respec-
tively. A comparison of these two figures shows that

Fig. 3. Secondary flow velocity vectors.

Fig. 4. Mean temperature contours: LL model predictions and

experiment.

Fig. 2. Primary flow velocity contours.

Fig. 5. Mean temperature contours: JM model predictions and

experiment.
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results based on the LL model are in better agreement
with experiment than results based on the JM model.
In reference to Fig. 5, application of the JM model
leads to relatively uniform temperatures in the central
portion of the duct and to steep temperature gradients
near opposite smooth and rough walls which are not
present in the experiment flow. A possible reason for
this behavior is that the heat flux model proposed by
Jones and Musonge (1988) does not include wall effects
in its formulation, as noted earlier, which may account,
in part, for the discrepancies between predictions and
experiment seen in Fig. 5.

5.3. Turbulent heat flux distributions

Figs. 6 and 7 compare LL and JM model predictions
of the turbulent heat flux component u1T 0 with experi-
mental results obtained by Hirota et al. (1997). In gen-
eral, both models tend to overpredict contour levels in
the upper half of the duct (06X3=B6 1) and under-
predict contour levels in the lower half of the duct
(�16X3=B6 0). In the immediate vicinity of lower
roughened wall, contour levels predicted by the LL
model are in relatively good agreement with experi-
mental levels (Fig. 6), but contour levels predicted by the
JM model are excessively high (Fig. 7). In contrast,
Fig. 7 also shows that the JM model leads to predicted
u1T 0 levels in the central region of the duct that are ex-
cessively low in comparison to their experimental
counterparts. This shortcoming applies to a lesser extent
to the results shown in Fig. 6. It should also be noted
that neither the LL model nor the JM model is able to

simulate experimentally observed contour behavior in
the octant between the roughened wall and the bisector
of the corner formed by this wall and the adjacent
smooth wall. More specifically, neither model is able to
simulate the observed peaking characteristic of experi-
mental contours near the roughened wall.
Predicted contours of the turbulent heat flux com-

ponent u2T 0 are compared with the experimental re-
sults of Hirota et al. (1997) in Figs. 8 and 9. In
general, there is fair agreement between predicted and

Fig. 6. Turbulent heat flux component �u1T 0 contours: LL model
predictions and experiment.

Fig. 7. Turbulent heat flux component �u1T 0 contours: JM model

predictions and experiment.

Fig. 8. Turbulent heat flux component �u2T 0 contours: LL model
predictions and experiment.
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experimental contour levels, with both models leading
to steeper gradients than those observed experimen-
tally. In particular, the JM model leads to very steep
u2T 0 gradients near the intersection of adjacent
smooth walls (at X2=B ¼ �1:0, X3=B ¼ 1:0) that are
not present in the experimental flow. Both models are
also unable to simulate the experimentally observed
peaking characteristic of contours measured near the
side wall. The experimental results near the smooth
wall opposite the roughened wall appear to indicate
the presence of a closed contour pattern, an effect
simulated well by the LL model, but not by the JM
model.
Experimentally measured u3T 0 contours are com-

pared with predictions by the LL and JM models in
Figs. 10 and 11, respectively. The experimental contours
show that u3T 0 changes sign in the X3 (vertical) direction,
with the zero line nominally aligned with horizontal
bisector of the duct cross-section ðX3 ¼ 0Þ. This behav-
ior is predicted relatively well by the LL model, in
comparison to the JM model, which predicts the zero
line location as being midway between the horizontal
bisector and the roughened wall. As a result, the JM
model predicts positive values of u3T 0 in the lower half at
the duct, a region where all experimental values are
negative. Both the LL and JM models tends to over-
predict u3T 0 values in the upper half of the duct, and
negative contour levels predicted by the LL model near
the roughened wall are larger in magnitude than ex-
perimentally observed values. On balance, however, the
LL model, in comparison to the JM model, predicts
contours that are in better overall agreement with the
data.

6. Conclusions

The predictive capabilities of two algebraic turbulent
heat flux models have been analyzed by means of com-
parisons with data obtained for fully developed flow and
heat transfer in a square duct having one roughened wall
and with all four walls maintained at a constant elevated
temperature. Two models for the pressure–temperature
gradient term in the turbulent heat flux transport
equation were considered, namely the LL model, as

Fig. 10. Turbulent heat flux component �u3T 0 contours: LL model
predictions and experiment.

Fig. 11. Turbulent heat flux component �u3T 0 contours: JM model

predictions and experiment.

Fig. 9. Turbulent heat flux component �u2T 0 contours: JM model

predictions and experiment.
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defined in this study, and JM model, as originally for-
mulated by the authors. One of the main differences
between these two models is that the LL model includes
near-wall effects in its formulation, whereas the JM
model does not. On the basis of the comparisons made
in this study, it was found that the LL model performed
better than the JM model, not only with respect to
predicting turbulent heat flux component behavior, but
also with respect to predicting the mean temperature
field. Discrepancies still exist, however, between pre-
dictions and experiment which demonstrate the need for
further work in this area. These include the inability of
either model to predict the experimentally observed
peaking characteristic of u1T 0 near the roughened wall
and of u2T 0 near the adjacent side wall. Both models also
predict gradients of u2T 0 in the duct cross-section which
are much steeper than their experimental counterparts.
Contour levels of u3T 0 predicted by both models are in
fair agreement with experimental values, and change
sign to follow the data, but the zero line location is not
predicted well by either model, with the JM model
yielding the greatest discrepancy.
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